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METHODS AND SYSTEMS FOR IMPROVED 
PRINTING SYSTEM SHEETSIDE DISPATCH 
IN A CLUSTERED PRINTER CONTROLLER 

RELATED PATENTS 

The invention relates commonly owned, co-pending US. 
patent application Ser. No. 11/469,833 by the same title and 
?led 1 Sep. 2006 Which is hereby incorporated by reference 
and hereinafter referred to as the “sibling” patent. 

BACKGROUND 

1. Field of the Invention 
The invention relates to the ?eld of printing systems and in 

particular relates to improved systems and methods for sheet 
side dispatch in high speed printing systems using a clustered 
computing printer controller. 

2. Discussion of RelatedArt 
In high performance printing systems, Which can be con 

tinuous form printing systems or cut sheet printing systems, 
the image marking engines apply RIPped (e.g., rasteriZed) 
images to continuous form paper moving through the mark 
ing engine at high rates of speed. Typically, pages to be 
imaged are combined into logical “sheetsides” that consist of 
one or more pages of equal length Which When laid out for 
printing, span the Width of the print Web. Bitmap images of 
each sheetside to be printed are generated (RIPped) by a 
printer controller coupled to the high speed printing engine. It 
is vital in such high performance printing systems that the 
printer controller generates required bitmaps rapidly enough 
to maintain continuous throughput of paper through the 
image marking engine. 
TWo undesirable situations can occur When sheetsides can 

not be ripped fast enough to feed the printer at a speci?ed 
speed. First, the printer may sloW its print speed as the quan 
tity of ripped sheetsides ready to be printed decreases, thus 
causing a decrease in print throughput. This situation can 
happen in both continuous form and cut sheet printers. Sec 
ondly, in continuous form systems, the high speed marking 
engine may be forced to stop imprinting, stop the continuous 
form feed, and then restart at some later time When some 
predetermined quantity of ripped sheetsides is available for 
print. This type of event is knoWn as a “backhitch”. Not only 
does backhitching cause reduced print throughput, it can also 
result in undesirable print quality or tearing of the print Web 
due to the abrupt stoppage of the paper. If the print Web is torn, 
even more time is consumed in recovering from such an 
event. 

In higher volume printing system environments such as 
high volume transaction or production printing (e.g., con 
sumer billing statements, payroll processing, government 
printing facilities, etc.) such Wasted time in a sloWer than 
planned print speed or a backhitch operation can represent a 
substantial cost to the printing environment. DoWntime in 
such high volume printing environments is a serious problem 
for Which printing system manufactures expend signi?cant 
engineering effort to resolve. These problems are further 
exacerbated in tWo sided or duplex printing operations Where 
the continuous form paper is fed through a ?rst image mark 
ing engine, physically turned over, and fed in a continuous 
form fashion through a second image marking engine for 
printing the opposing side of the medium. Stopping such 
printing systems and performing a backhitch operation to 
accurately position the paper in multiple image marking 
engines further complicates the problems. Further, the pro 
cessing Workload for the printer controller in generating bit 
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2 
map images for duplex printing is approximately tWice that of 
simplex or single sided printing processing. 

It is generally knoWn to provide additional computational 
processing poWer Within the printer controller to help assure 
that required bitmaps Will be ready in time for the image 
marking engine to avoid the need for time consuming stop 
and backhitch operations. One recently proposed improve 
ment teaches the use of a cluster computing architecture for a 
printer controller Wherein multiple computers/processors 
(“compute nodes”) are tightly coupled in a multiprocessor 
computing architecture. The aggregated computational pro 
cessing poWer of the clustered computers provides suf?cient 
processing capability in hopes of assuring that a next required 
bitmap image Will alWays be available for the image marking 
engines. 

Despite the presence of substantial computational poWer 
even in a clustered computing environment, there is a need to 
optimiZe the scheduling dispatch of sheetside bitmap image 
processing (“ripping”) on the multiple compute nodes in the 
cluster in order to produce an e?icient and cost-effective 
system. Well-knoWn simplistic scheduling algorithms fail to 
adequately ensure that a next required bitmap Will likely be 
available When required by the marking engines. Use of such 
simplistic algorithms also typically results in the need to 
specify more compute nodes than Would be necessary under 
most circumstances, resulting in a more expensive system. 

It is evident from the above discussion that a need exists for 
an improved method and associated systems for scheduling 
dispatch of sheetside bitmap image processing (e.g., RIP 
ping) among the plurality of processors in a multi-computer 
clustered print controller environment to help reduce the pos 
sibility of image marking engine sloWdoWn, or stoppage and 
backhitch. 

SUMMARY 

The invention solves the above and other related problems 
With methods and associated systems and apparatus for 
improved sheetside dispatching in a printer environment 
employing a clustered, multi-processor printer controller. 

In one aspect, a method is provided for distributing sheet 
side processing in a cluster computing printer controller of a 
print system. The method includes receiving a print job com 
prising multiple sheetsides. For each sheetside, a probability 
distribution function (PDf) of a range of estimated RIP 
completion times is determined for each sheetside for each 
processor of multiple processors in the printer controller. The 
sheetside is then dispatched to a selected processor of the 
multiple processors based on the PDf such that said each 
sheetside has the highest probability of completing at a mini 
mum RIP completion time. 
The invention may include other exemplary embodiments 

described beloW. 

DESCRIPTION OF THE DRAWINGS 

The same reference number represents the same element 
on all draWings. 

FIG. 1 is a block diagram of an exemplary system embody 
ing features and aspects hereof to improve sheetside dispatch 
in a multi-processor print controller. 

FIG. 2 is a block diagram shoWing exemplary buffer and 
queue structures used in communication among the exem 
plary components of FIG. 1 in accordance With features and 
aspects hereof. 

FIG. 3 is a ?owchart describing an exemplary method in 
accordance With features and aspects hereof to distribute 


























